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ABSTRACT

Image captioning has been widely studied using

various deep learning models on extensive and

well-prepared datasets. Accurately captioning images of

serious and sudden disasters is important; however, the

study of disaster image captioning is yet to be

thoroughly investigated compared to natural image

captioning. Furthermore, existing image captioning

models may need to perform better in generating

captions for disaster images because there are fewer

disaster images in popular datasets than non-disaster

images. To address these problems, we refine and

propose a cleaned disaster dataset and an image

captioning model optimized for the dataset.

Experimental results showed that our proposed model

outperformed the existing model in terms of generating

accurate captions for disaster images.
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Ⅰ. Introduction

Image caption generation is one of the main fields

of computer vision, involving object recognition in an

image and representing the relationship between

objects through natural language. Image captioning,

which automatically generates sentences that describe

images, poses significant challenges, as it requires

learning both image recognition and natural language

expression. To address this problem, a neural image

caption (NIC)[1] generator was proposed, which is an

end-to-end system that uses a convolutional neural

network (CNN) as an encoder and a recurrent neural

network-based module as a decoder. In addition,

self-critical sequence training (SCST)[2] using global

CNN features was proposed, which is a fully

connected layer model that encodes images using

ResNet-101[3] while retaining the original dimensions.

Extensive research [1,2] has been conducted on image

captioning. Transformer-based large-scale models,

such as contrastive language-image pretraining

(CLIP)[4], which provide images and text as a pair of

inputs and trains multi-modal embedding space, are

emerging. Therefore, the use of advanced neural

network models and large datasets[1,2,4] have improved

image captioning significantly. Despite these

advancements, previous image captioning models do

not generate accurate captions on several topics,

especially in disaster situations[5]. In addition, the lack

of datasets representing disaster situations are one of

the underlying causes of low performance.

We propose an image captioning model optimized

for disaster-situation images to overcome these

limitations. Based on disaster datasets generated from

five datasets, we implemented an NIC-based model.

Our model showed relatively high performance in

captioning images in disaster datasets compared with

previous models.

Disaster image captioning can improve disaster

preparedness and recovery efforts by providing

real-time information about affected areas and

infrastructure. Developing accurate and efficient

disaster image captioning techniques is critical for
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disaster response and management efforts that benefit

stakeholders, such as emergency responders, public

officials, and the general public, including people with

visual disabilities.

Ⅱ. Proposed method

2.1 Dataset refining
We trained the model using a dataset with

“disaster” as a keyword to create a specialized model

for disaster data. However, no specialized public data

exist related to disasters. Therefore we generated our

own dataset using the following process (see Fig. 2).

First, we set disaster-related keywords, which were

synonyms for words that effectively express disaster

situations such as wildfires, floods, and storms. Using

these keywords, we extracted images and captions that

contain sentences related to disasters to create data

by referring to the annotation files of five datasets:

MS-COCO[6], Flickr30K[7], VizWiz[8], ADE20K[9,10],

and Open Images dataset v6[11,12]. Despite this

filtering, many outlier data points included disaster

keywords unrelated to a disaster situation. Therefore,

the remaining outliers were manually removed.

Another inevitable problem was the variation in the

number of captions from one data point to another

because the data were imported from several datasets.

To address this issue, we duplicated each image in

the dataset based on the number of captions per image

and numbered the duplicated images to ensure each

image had a caption. The datasets was divided into

training, validation, and test sets at an 8:1:1 ratio,

ensuring that images duplicated from the same image

but with different captions were included in the same

set. As a result, a disaster dataset with 2,130 data

points was generated.

2.2 Architecture

2.2.1 Base model

In this study, we used an NIC with visual

attention[13] as the base model. The NIC model has

been widely used in image captioning and has

performed well. It consists of a CNN-based encoder

that extracts image features and a long short-term

memory (LSTM) network decoder[1,14], which

generates captions one word at a time. In addition,

an attention[15] mechanism is added to the LSTM to

focus on salient features. The attention mechanism

enables the model to selectively focus on relevant

image regions during caption generation, thereby

improving the quality of the generated captions. This

model was chosen as the base model because of its

simplicity and strong performance, making it a

suitable starting point for the proposed method.

2.2.2 Model detail

The training process was divided into two steps.

First, we trained the base model using the MS-COCO

dataset. Subsequently, the trained base model was

used as a pretrained model for transfer learning on

the disaster dataset. To improve the performance, we

tested several CNN image feature extraction modules

during training and finally selected ResNet-101 as the

encoder for the base model because it showed better

performance (see Table 1). As shown in the first

image of Fig. 1, unlike common images, disaster

images are characterized by similar visual features

throughout the image. Consequently, we introduced

a new disaster convolution block (D-conv) to the

encoder of the base model for transfer learning.

D-conv consisted of three 3 × 3 convolution layers

with increasing numbers of filters, followed by batch

normalization and ReLU. Finally, we used a 1 × 1

convolution layer at the end to adjust the number of

channels. Fig. 3 illustrates the overall model structure,

including D-conv.

Fig. 1. Example of disaster data.

Fig. 2. Dataset refining flowchart.
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Ⅲ. Experiments

3.1 Environments
In our experiments, we used the MS-COCO dataset

for pretraining and the disaster dataset for transfer

learning. MS-COCO consisted of 82,783 training

images with five reference sentences per image. The

disaster dataset contained 1,714 training images and

one caption per image. The experiment was conducted

on Ubuntu 18.04 with one RTX3060 GPU, taking 20

h for pretraining and 40 min for transfer training.

The results were reported using the BLEU metric

and keyword scores. The BLEU score[17] is a precision

calculation value of word n-grams between a

generated caption and reference sentence and is

widely used as an index in general image captioning.

However, BLEU may be insufficient for evaluating

the relevance of generated captions to the disaster;

therefore, we devised a new metric: the keyword

score. The keyword score represents the percentage

of generated captions containing disaster-related

keywords from the image. We computed the score Si

for the i-th sample using the following equation:

(1)

where ki denotes the disaster keyword of i-th
ground truth, and ci denotes the generated caption of

the i-th image. Consequently, the keyword score per

dataset, KS, is defined as follows:

(2)

where N denotes the dataset size.

3.2 Result
To evaluate the performance of the proposed

method in disaster image captioning, we compared it

with several models, including the baseline, using a

disaster dataset. Table 1 shows that our method

achieved at least a 0.013 improvement in terms of

BLEU, particularly a significant 0.04 improvement in

terms of BLEU-1. Additionally, our method improved

the keyword score by 0.1, indicating that it generated

captions similar to the reference sentence and more

relevant to the disaster. To emphasize the necessity

of a disaster dataset, we compared the

MS-COCO-pretrained model with the model trained

using the disaster dataset. The model trained using

additional disaster data consistently outperformed the

MS-COCO-pretrained model across all evaluation

metrics. Furthermore, according to Fig. 4, our method

Encoder model
BLEU-
1(↑)

BLEU-
2(↑)

BLEU-
3(↑)

BLEU-
4(↑)

KS
(↑)

Pretrained
Baseline

+ResNet[3]
0.0457 0.0061 0 0 0.125

Disaster-trained
Baseline[13]

0.3000 0.1682 0.0949 0.0541 0.0769

Disaster-trained
Baseline

+EfficientNetV2
[16]

0.2478 0.1360 0.0737 0.0407 0.0868

Disaster-trained
Baseline

+ResNet[3]
0.2847 0.1685 0.1032 0.0596 0.1971

Disaster-trained
Baseline

+ResNet[3]
+D-conv

0.3269 0.1892 0.1171 0.0732 0.3028

Table 1. Performance comparison on disaster datasets
between baseline and proposed methods.

Fig. 3. Overview of the proposed captioning network for
disaster.

Fig. 4. Disaster image captioning examples in the
following order of captions: 1) ground truth, 2) proposed
method, 3) disaster-trained baseline with ResNet, and 4)
pretrained baseline with ResNet, from top to bottom.
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outperformed the baseline model, which was observed

by comparing the image captioning results for two

specific disaster dataset images and generating

captions that accurately describe disaster situations.

By contrast, the pretrained model may fail to do so.

Ⅳ. Conclusion

In this study, we proposed a new disaster dataset

and an optimized model for capturing disaster images.

To capture the disaster image accurately, we created

a D-conv block that combined 3 × 3 and 1 × 1

convolution layers, resulting in better extraction of the

characteristics of such types. The results showed that

the proposed method improves caption generation

performance for disaster images. Therefore, the

proposed method can help capture disaster images

more accurately and possibly generate captions for the

images.
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